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Abstract: Loksa & Kopco' introduced a model of the reference frame of the
ventriloquism aftereffect (RFoVAE) that described many but not all available
RFoVAE data by assuming that the auditory spatial map, natively using the head-
centered RF, is adapted by visual signals in both eye-centered and head-centered
RFs. Here, the model is extended primarily by considering that, when saccade-to-
sound responses are used to measure ventriloquism, the saccades also undergo an
adaptation. The extended model can explain all available data, suggesting that the
RFoVAE is largely head-centered, while saccadic adaptation, which is nominally eye-

centered, accounts for the mixed RF observed experimentally.
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1. Introduction

The “ventriloquism aftereffect” (VAE) is a cross-modal adaptation effect in
which the perceived location of sounds presented alone is shifted after repeated
presentations of spatially mismatched visual and auditory stimuli*>**. To induce the
VAE, the visual and auditory components of the audiovisual stimuli need to be
spatially transformed in the brain as their location is initially encoded using different
reference frames (RFs): visual space is encoded relative to the direction of eye gaze;
auditory space relative to the head orientation’. Existing evidence about the RF into
which the signals get aligned is inconsistent. Some studies suggest the RF is mostly
head-centered®, while others suggest it is mostly eye-centered’. Additionally, it might
be a mixture of the two RFs*’ | possibly reflecting the RF in which the oculo-motor
responses to the stimuli are executed". To examine these inconsistencies
computationally, Loksa & Kopc¢o' introduced a model, called dHEC, that could
describe some of the available data, particularly those observing a mixed RF**.
However, the model could not simultaneously explain the inconsistency between the
results suggesting a head-centered RF’ and those suggesting a mixed RF’, both of
which were obtained in experiments that used saccadic eye movements to perceived
auditory target location (i.e., “auditory saccades”) as a response method (details of
the experiments and of the model are in the following sections). The primary goal of
the current study is to extend the JHEC model' to provide a unified explanation of
all available data by considering that the saccades to auditory targets, used as a
response method in refs. 6 and 9, also undergo adaptation during VAE training. The

secondary goal is to extend the model to also describe a new adaptation
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phenomenon in which shifts in responses were induced even by spatially aligned
audiovisual stimuli’ (again, described in detail in the following section). The JHEC
model' proposed a mechanism that could explain the new phenomenon when
considered in isolation, but not when considered simultaneously with the other
ventriloquism phenomena. With these extensions, the current model aims to provide
a unified theory of the visually induced adaptive phenomena in sound localization

and their RF.

The current paper first summarizes the previous experimental results® and

the /HEC model'. Then, the model extensions are introduced and evaluated.

2. Summary of previous experiments

Kopco et al. ®” reported the results of two RF of VAE experiments that
were identical in all aspects except that the first one® examined VAE locally induced
in the central subregion of audiovisual space while the second one’ used the
peripheral subregion (Figure 1A, top panel). They used one initial eye fixation
position (FP) on training trials (red “+” symbol) and presented the discrepant
audiovisual stimuli from the restricted spatial range (black dashed or solid frame). On
each audio-visual training trial, the auditory component (black hexagon) was
presented simultaneously with the visual component (green dot) that was either
aligned with it or displaced from it by 5° to the left or to the right (brown arrow;
displacement direction fixed within a session). On interleaved auditory-only probe
trials, they varied the initial eye position (red and blue ‘+’ signs) with respect to the

head (which was fixed) and presented sounds from locations spanning both the same



56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

head-centered locations and the same eye-centered locations as on the training trials
(Figure 1A, bottom panel). The subject’s task was to indicate the perceived location
of the auditory component by looking at it. No feedback was provided. The FP
location manipulation on probe trials served to test the RF of the recalibration, as

described in the following.

Figure 1B shows the experimental results from the AV-misaligned conditions
(averaged across data from sessions with visual component shifted leftwards and
rightwards) and expressed as bias re. auditory component of the AV stimuli. The
responses to AV training stimuli were always very near the visual components in
both the central and peripheral experiments (green dashed and solid lines displaced
by 4-5° in Figure 1B), as well as in the AV-aligned baseline (green lines in Figure 1C
are near 0°). The displaced V component in the AV-misaligned conditions induced a
local VAE when measured with the eyes fixating the training FP (the red solid and
dashed lines in Figure 1B show that maximum ventriloquism was always induced in
the trained subregion of the auditory space). The critical manipulation of these
experiments was that half of the probe trials were performed with eyes fixating on a
new, non-training FP (blue “+” symbol), shifted away from the training FP (red “+”
symbol). It was expected that, if the VAE is induced in a head-centered RF, then
moving the eyes to the new FP would have no effect (i.e., that the blue lines would
be aligned with the corresponding red lines). On the other hand, if it is induced in a
purely eye-centered RF, then the location at which the maximum VAE is observed
would move with the FP (i.e., the blue lines would be identical to the corresponding

red lines, except that they would be shifted to the left by 23.5°, i.e., the angular
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separation between the FPs). The experimental data showed that, in the central
experiment, moving the fixation resulted in a smaller VAE with the peak moving in
the eye gaze direction (blue vs. red dashed line), while in the peripheral experiment,
only a negligible effect of the I'P shift was observed (blue and red solid lines
overlap). To better visualize these results, the lower panel of Figure 1B shows data
expressed as the difference between responses from training versus non-training FPs
from the respective upper panels (each black line shows the difference between the
respective red and blue data). For the central data, the black dashed line deviates
from zero, showing a mixed nature of the RF of the VAE induced in this region. On
the other hand, the black solid line is always near zero, corresponding to a
predominantly head-centered representation. The main goal of the current study is to
extend our previous model to explain this discrepancy between the central and

peripheral data.

Figure 1C shows the bias induced in the baseline runs with AV training
stimuli aligned. In the central-training experiment the responses from the two FPs
were similar (red and blue dotted lines). In the peripheral-training experiment the
responses for the targets at —7.5° to +15° differed between the two fixations, such
that the non-training FP responses fell well below the training-FP responses (red vs.
blue solid lines). Thus, the peripheral AV-aligned stimuli induced a fixation-
dependent adaptation in the auditory-only responses in the central region, a VAE-
like adaptation phenomenon that has not been previously reported. The black
dashed and solid lines in Figure 1C, showing the difference between the

corresponding red and blue data from the upper panel, highlight the FP-dependence



102

103

104

105

106

107

108

109

110

111

112

113

114

115

of the peripheral data in contrast to the FP-independence in the central data. The
secondary goal of the current study is to extend the model to explain this

inconsistency.

A) Experimental design B) Ventri im Aftereffect C) AV-aligned
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Fig. 1. Experimental design and results from Kopco et al. *’. (A) Experimental

design: nine loudspeakers were evenly distributed at azimuths from —30° to 30° at
distance of 1.2 m. Two FPs were located 10° below the loudspeakers at +11.75°
from the center. On training trials, audio-visual stimuli were presented either from
the central region (auditory-component at —7.5, 0, or +7.5° %) or peripheral region
(auditory-component at 15, 22.5, or 30° %), while the subject fixated the training FP.
The AV stimuli consisted of a sound paired with an LED offset by —5°, 0°, or +5°
(offset direction fixed within a session). On probe trials, the sound was presented

from any of the loudspeakers while the eyes fixated one of the FPs. (B) Results for
6
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AV-misaligned training. Solid and dashed lines show measured across-subject mean
biases in AV (green) and A-only trials (red and blue lines for respective FPs),
corresponding, respectively, to the ventriloquism effect and aftereffect. Data from
runs using V component shifted to the right and to the left are combined and always
plotted as if a rightward shift was induced. Black lines show the differences between
the respective red and blue lines. (C) Results for AV-aligned training plotted using

the same format as in panel B. All horizontal axes are plotted in head-centered RF.

3. Model Description

Figure 2A shows the structure of the current version of the model. It
predicts the VAE bias as a function of the A-only probe azimuth and the FP location
(the “response bias” vs. “probe stimulus and FP”” blocks). The main model
component is the “auditory space representation” block that encodes the VAE
biases induced by the visual ventriloquism signals (“ventriloquism” block) in head-
centered coordinate frame (“HC” arrow), assuming a continuous uniform
representation of auditory space. The induced VAE is determined by only
considering the AV stimuli used during training. As illustrated in Fig. 2B, for each
AV stimulus, the induced bias (black line) is strongest at the location of the A
component of the stimulus, independent of the fixation location, and it decreases
with distance from that location. Also, the model assumes that the overall strength of
the bias is proportional to the measured ventriloquism effect at those locations

(black line peak is below the green circle, representing the measured VAE strength).
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Additional model components (gray in Fig. 2A) are optional and implement
alternative mechanisms that are examined as candidates for influencing the observed
RF of VAE results. The “EC” component (“EC” arrow) implements the hypothesis
that the ventriloquism signals influence the auditory space representation in eye-
centered RF. This mechanism was examined in the previous modeling study', the
best-performing model from which ( “/HEC”) is used as a reference for the current

model evaluation.

The main new component of the current model is the “auditory saccade
adaptation” block. This block implements the hypothesis that, in addition to
adaptation of the auditory spatial map, the ventriloquism also induces adaptation of
the auditory saccades when saccades are used for responding to the AV and A
stimuli. Specifically, for the training condition illustrated in Fig. 1A (central training
region and rightward AV shift), it proposes that the saccade amplitude gets adapted
to become hypometric (shorter than needed to reach the auditory target) since that
agrees with the direction of the VAE-inducing AV stimulus disparity in that
condition. This is illustrated in Fig. 2C, where the thick red arrow represents the
rightward shift induced by the AV target (green) located to the left of the training FP
(red ‘+’ sign). This induced saccade hypometry then generalizes to new target
locations from the trained FP (thin red arrows), as well as to new, non-trained FPs
(blue “+’ sign and the thin blue arrows), for which the hypometries result in biases
that are either leftward or rightward in HC RF (the effect reverses for hypermetric
adaptation, i.e., when saccade amplitude becomes longer than needed to reach the

auditory target, as illustrated for the peripheral training in Fig. 1A). Additionally, the



160  effectis assumed to be only visible when the training region is between the fixation
161  regions, and its possible effects on perceived elevation are not considered. Since
162  existing studies of auditory saccades have not reported this specific form of

163  adaptation of auditory saccades”, it is proposed here as a parsimonious mechanism

164  that can explain the available RF of VAE data.

165 The “saccade-related bias” block is an optional component introduced in
166  JHEC model to explain the adaptation induced by the no-shift peripheral-training
167  condition (blue, red, and black solid lines in Figure 1C). It proposes that, when

168  saccades are used as the response method, there are a priori biases in saccade

169  responses to auditory-only stimuli'""* (illustrated by red and blue lines in Fig. 2D)
170  that get locally “corrected” by ventriloquism near the locations from which aligned
171 AV stimuli are presented on interleaved AV trials (blue and red arrows represent
172 shift from the a priori bias towards the AV aligned target). While in /HEC model this
173 mechanism could explain the newly observed adaptation when considered in

174  isolation, the predictions were less accurate when all the data of the two experiments
175  were considered simultaneously. The final new extension of the model addresses this
176  shortcoming by proposing an alternative to the simple addition of the components
177  used in the previous model. Specifically, here a scaled version of the sum of the

178  Auditory Saccade Representation and Saccade-Related Bias inputs is proposed as an
179  alternative (“Normalization” block), implementing a version of normalization to

180  limit the overall output of the neural channel'. The scaling (Fig. 2E) effectively acts

181  such that near the locations of the AV stimuli (green dots) the output is dominated
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by the auditory-space-related input (green Gaussians), while outside the area it is

dominated by the saccade-related-bias component (black line).

There are three versions of the model evaluated here, all including the “Space
Representation” and “Saccade-related Bias” blocks and differing by whether they
include the optional components “Auditory Saccade Adaptation” and
“Normalization”. The sHC model only includes the “Auditory Saccade Adaptation”
block, the zHC only the “Normalization” block, while the s#HC model includes both
components (if “Normalization” is replaced by a simple sum, as in the previous
model version). They are compared to the dHEC model which performed best in the

previous studyl.

To generate the predictions, the model only uses information about the
training AV stimulus locations and the average measured AV response biases for
those locations (i.e., the green data from Fig. 1B and 1C). As described previously',
this allows the appropriate version of the model to be applied to any VAE data in
which the FP locations, A-component locations and AV disparities are manipulated
during training. Also, the model can be applied to data obtained both using the
auditory saccade as well as other response methods. Finally, to make the model more

accessible, all the model versions were integrated into the Auditory Modeling

Toolbox.

10
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Fig. 2. Structure of the model and illustration of its operation. (A) Block diagram of

the model in which the optional model components are shown in gray. Panels B

through E illustrate the operation of each of the components (see text for details).

3.1 Detailed Model Specification

The following model specification applies to the most general s#zHHC model

version, with the differences applying to reduced versions described as needed (all

variables use HC representation and are in the units of degrees).

Equation 1 describes the predicted bias in responses 7 to a given auditory

stimulus at location s and for eyes fixating the location fas a combination of

ventriloquism-induced adaptation in auditory spatial representation 7y, and the

11
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optional saccade-related bias 1. In JHEC, this combination was a straightforward

weighted sum:

(s, f)=rg(s,)twr (s f), (12)

which is now also normalized (as shown in Fig. 2E):

f‘(s’ f) — (1_W) TE(Srf)-l_W rV(S,f) (1b)

a-w)+w N wyi(s)

Current model versions #HC and s#HC use Eq. 1b, while sHC uses Eq. 1a.
Parameter W is a free scaling parameter specifying the relative weight of the
ventriloquism adaptation vs. the saccade-related bias, while wy, ; is an additional

ventriloquism-specific normalization factor defined in Eq. 3.

The ventriloquism-induced adaptation is defined as:

rv(x, f) = XL, as (Wv,i(x)- (TAv,i —Tg (SAV,irf)) ySav,in [ fT,i) 2

where 7 is the index through the N combinations of training locations and FPs (in
the current experiments only the training location varies and N = 3). For each
combination, the response shift due to VAE is computed as the disparity between
the ventriloquism effect responses 74y ; and the a priori bias 7g (SAV,i' f ) weighted by
Wy, i, and then modulated by the saccade adaptation as. Weights wy, ; use normal
probability density functions ¢, centered at the training locations with a standard
deviation of o, as a measure of the distance-dependent influence of i-th training

location on target at location x in the HC frame (Fig. 2B):

12
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¢ ((x=sav.)/o) 3)

W‘U,i (x) = (P(O)

The auditory saccade adaptation (Eq. 4) implements the mechanism
illustrated in Fig. 2C. It scales the ventriloquism output by a constant amount, g,
such that its effect is either in the same direction or in the opposite direction of the
VAE depending on whether cutrent FP f is at the same side of the current AV

training location S,y as it was during the trainin for the nHC model version
g AV g gt s

g =0):
as(x, sav, f fr) = x. (1 —gyp(m(syy — fR))): “4)
where fz = fif (f — sav.))(fr — Savi) < 0,and f = fr otherwise.

The 1 represents a sigmoidal function (Eq. 6) with a slope determined by parameter
m. The condition for fp proposes that the saccade adaptation occurs with respect to
the current fixation only if the training region was between the current and training
fixations (like in the current “central training” data), while it remains at the training
fixation otherwise (e.g., in the current “peripheral training” data). The behavior of

this function is further described in the Results section.

Finally, the saccade-related bias represents the hypothesized a prior shifts in
responses (red and blue curves in Fig. 2D) as a sigmoid centered at a fixed distance

from the fixation f:

re (6, f) = hp(k(x + cf)), ®)

13
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where

2

Yx) = ———1. ©)

1+exp(—x)

To produce predictions, the model uses information about the locations of
the training AV stimuli S4y ;, training FPs f7 ;, and the measured ventriloquism
biases for those stimuli 7,y ;, obtained from the experimental data (here, green lines

in Fig. 1) and it fits the free model parameters », 0, g 7, b, #, and .

3.2 Parameter fitting and model evaluation

All evaluation procedures, briefly summarized here, were similar to ref. 1.
The complete data set used in the simulations consists of the AV-aligned and AV-
misaligned data for the central and peripheral training regions shown in Figure 1B—C.
The training FP and non-training FP data, as well as their difference were used (blue,
red, and black lines in Figure 1), resulting in a data set contained 108 A-only across-
subject mean and standard deviation stimulus-response data points ([9 azimuths] X
[2 FPs +FP difference] X [2 AV conditions] X [2 training regions]). The
corresponding AV training stimuli and responses (green lines in Figure 1) were used

as fixed model parameters.

The three models were fitted to the data using a two-step procedure that
minimized the weighted MSE, consisting of a systematic search through the
parameter space followed by a non-linear iterative least-squares fitting (Matlab
function Isqnonlin). To compare the models’ performance while accounting for the

number of parameters used by each model, we computed the Akaike information

14
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criterion AICc. We use the rule that the model with the lower AICc is substantially
better than an alternative model only if the rounded-up value AAIC is larger than 2.
Also, the mean absolute error (MAE) was evaluated for each model (and used for

AlICc computation).

4. Results

Figure 3 presents the simulation results by showing the experimental data
(from Fig. 1, now with SEM error bars) and the fitted models (lines), separately for
the training FP (top row), non-training FP (middle row), and their difference
(bottom row). Each column shows the results for a different combination of training
region (central vs. peripheral) and AV stimuli (aligned vs. misaligned). For the
experimental data, the first notable observation is that the error bars on the FP-
difference plots (black data in the bottom panel) are much smaller than those for the
individual FPs (red and blue in top and central panels). Therefore, the critical
evaluation of the current models was performed on the FP-difference data (bottom
row), while the overall trends in the data for each FP considered separately (top and
middle rows) are largely captured by all the models. The FP-difference plots for the
AV-misaligned data can be interpreted as showing the extent to which there is an EC
contribution to the RF in the data, with values near zero representing a purely HC
RF, while the larger the deviations from zero, the larger the contribution of EC RF.
The dHEC model' performs pootly, as it predicts a similar amount of the EC and
HC RF contributions for the central and peripheral data (gray dashed lines in the
bottom rows in Fig. 3A and 3B have similar peaks), while the data either have a

larger peak (Fig. 3A) or no peak at all (Fig. 3B). While the »HC model cannot predict

15
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this pattern of results at all (beige line is fixed at zero in both panels), the models
with the saccade adaptation component can predict it very accurately (magenta and

green lines in both panels).

Comparison of the s#HC and #HC model predictions in the upper and
middle panels of Fig. 3A illustrates the function of the saccade-adaptation
mechanism for the central-training data. Since this region lies on opposite sides re.
the two FPs, saccade adaptation acts in the opposite direction for the two FPs,
increasing the adaptation effect for the training FP (magenta and green lines are
above beige line in the upper panel) while decreasing it for the non-training FP
(magenta and green lines are below beige line in the lower panel). On the contrary, in
peripheral training the saccade adaptation always decreases the adaptation strength
(green and magenta lines are below the beige line in both the top and the middle

panel of Fig. 3B), thus inducing no difference between the FPs.

For the AV-aligned data, the J/HEC model predicts a similar amount of FP-
disparity for the central and peripheral experiments (gray dash-dotted line in the
bottom panels of Figs. 3C and 3D), while the data show a much larger disparity in
the latter experiment. While the current sHC model predictions are similarly
inaccurate (magenta line is near gray line in both Figs. 3C and 3D), the normalization
component of the zHC and s#HC models mostly produces a much closer match to
the data (beige and green lines in the two panels). The upper and middle panels show
that the normalization mechanism allows the models to follow the data more closely

for both fixations and both experiments (i.e., green lines are more often closer to the

16
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data than magenta lines), however the match is hard to evaluate given how noisy the

data are (large error bars on the red and blue data).
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Fig. 3. Model predictions (lines) and experimental data (symbols). Each column

corresponds to one combination of central vs. peripheral and AV-aligned vs. AV-

misaligned data. Top and middle rows: Across-subject mean biases (£SEM) and

model predictions for the two FPs separately. Bottom row: Differences between the

biases (:SEM) for the two individual FPs and corresponding differences between

the model predictions from the top and middle rows.

Table 1. Fitted model parameters and model performance for the current models

and the dHEC model'. AAIC is the increase in AICc for a given model re. the model

with the lowest AICc. The undetlined model names indicate the model version with

substantial evidence of better fit to the data (i.e., rounded up AAIC larger than 2).

Model

version

Performance

Parameters

AlCc AAIC

MAE

17
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nHC 345.6 69| 130| 1.33| 030 0.74 | 0.27 | 11.15 - -
sHC 340.8 21| 119|091 | 040 | 070 | 0.19 | 12.41 | 0.50 | 0.09
snHC 338.7 -| 117 133| 029 072 | 024 | 11.12 | 045 | 0.11
dHEC 352.7 14.0 1.31 See Lok3a & Kopco?.

The performance of the models and the fitted parameter values are
summarized in Table 1. The MAE values confirm that the s#HC model is the most
accurate, and the AICc shows that this improvement is considerable (AAIC > 2), in
particular with respect to the previous JHEC model. However, a comparison of the
AICc values for the three model versions also shows that it is mainly the saccade
adaptation mechanism component that improved the overall model performance, as
the omission of this component causes a much larger increase in the AICc than the

omission of normalization.

5. Discussion

The current study introduced a model of the reference frame of the
ventriloquism aftereffect by extending a previous model' to consider adaptation in
auditory saccades and a normalized combination of model component outputs. This
model can predict all available human data, which the /HEC model' could already
predict®, as well as the Kopco et al. data®” which were successfully predicted only
with the current model extensions. The challenge in providing a unified description

of the Kopco et al. data lies in that the two studies provide conflicting results, the
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former suggesting that the RF of VAE is mixed, while the latter one only observing a
HC RF. The current model proposes that the RF of VAE is purely HC, while the
mixed-RF result of ref. 6 was driven by the adaptation in auditory saccades which
were used as a response method in both those studies. Additionally, the current
version of the model can simultaneously predict the new ventriloquism-like
adaptation induced by AV-aligned stimuli’. For that, it proposes that the effect of the
“saccade-related bias” mechanism is combined with the ventriloquism-induced
biases using a normalized summation instead of simple summation proposed

previously.

A primary assumption of this model is that the auditory spatial representation
is uniform, consisting of narrow spatial channels. There is growing evidence that, in
mammals, auditory space is primarily encoded based on two or more spatial channels
roughly aligned with the left and right hemifields of the horizontal plane”.
Considering such opponent processing might provide an alternative mechanism for
predicting the differences between the central and peripheral data considered here

(see Ref. 1).

The mechanisms of auditory saccade adaptation and saccade-related bias
proposed in this model need to be experimentally tested, as there is overall a scarcity
of data about the auditory saccades and their adaptation'". Also, it needs to be
examined whether these are two different mechanisms, as implemented here, or
whether they are actually a part of one system controlling the auditory saccades'.

Finally, the mechanisms proposed here can be linked with the existing physiological
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evidence about RF of the signals in the auditory pathway’ and about adaptation and

normalization of auditory spatial representation'*.

In summary, the current model provides testable predictions for future RF of
VAE studies using both auditory saccades and other response methods. Its
implementation containing all components introduced here and in ref. 1 is publicly
available and incorporated into the Auditory Modeling Toolbox to enhance its future

testing on new data or generation of predictions for new experiments.

DATA AVAILABILITY

A Matlab / Octave implementation of the model and the expetimental data
are available in the Auditory Modeling Toolbox

(https:/ /sourceforge.net/p/amtoolbox/code/ci/loksa2025/tree /models /loksa2025.

m).
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