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Abstract

The ventriloquism aftereffect (VAE), observed as a shift in the perceived locations of sounds after audio-visual stimulation,
requires reference frame (RF) alignment since hearing and vision encode space in different RFs (head-centered vs. eye-cen-
tered). Previous experimental studies reported inconsistent results, observing either a mixture of head-centered and eye-cen-
tered frames, or a predominantly head-centered frame. Here, a computational model is introduced, examining the neural
mechanisms underlying these effects. The basic model version assumes that the auditory spatial map is head-centered and
the visual signals are converted to head-centered frame prior to inducing the adaptation. Two mechanisms are considered
as extended model versions to describe the mixed-frame experimental data: (1) additional presence of visual signals in
eye-centered frame and (2) eye-gaze direction-dependent attenuation in VAE when eyes shift away from the training fixation.
Simulation results show that the mixed-frame results are mainly due to the second mechanism, suggesting that the RF of VAE
is mainly head-centered. Additionally, a mechanism is proposed to explain a new ventriloquism-aftereffect-like phenomenon in
which adaptation is induced by aligned audio-visual signals when saccades are used for responding to auditory targets. A version
of the model extended to consider such response-method-related biases accurately predicts the new phenomenon. When
attempting to model all the experimentally observed phenomena simultaneously, the model predictions are qualitatively similar
but less accurate, suggesting that the proposed neural mechanisms interact in a more complex way than assumed in the model.
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Introduction which the visual signals guide auditory spatial adaptation.
Nominally, this alignment can be achieved by either convert-
ing the visual signals to the head-centered auditory spatial
representation or by transforming the auditory spatial repre-
sentation into the eye-centered RF. However, other factors,
like the oculomotor network driving behavior in response
to the stimuli, also might play a role (Caruso et al., 2021).

Auditory spatial perception is highly adaptive and visual
signals often guide this adaptation. In the “ventriloquism
aftereffect” (VAE), the perceived location of sounds pre-
sented alone is shifted after repeated presentations of spa-
tially mismatched visual and auditory stimuli (Bertelson

et al., 2006; Recanzone, 1998; Woods & Recanzone, 2004). Several models have been developed to describe the VAE

Complex transformations of spatial represe.ntations in. the in humans and birds. The bird models predict the VAE in the
brain are necessary for the visual calibration of auditory barn owls (Haessly et al., 1995; Oess et al., 2019) which
space to function correctly, as visual and auditory spatial rep- ’ ’ '

resentations differ in many important ways (Van Opstal,
2016). Here, we propose a computational model to examine
the visually guided adaptation of auditory spatial representa-
tion in the VAE and the related transformations between the
reference frames (RFs) of auditory and visual-spatial encoding. Institute of Computer Science, Faculty of Science, P, |. Saférik University in

We primarily examine the RF in which the VAE is Kogice, Kosice, Slovakia
induced. While visual space is initially encoded relative to .
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puted relative to the head orientation (Groh & Sparks, 1992). P. J. Safarik University in KoSice, Jesenna 5, 04001 Kogice, Slovakia.
A means of aligning these RFs is necessary by the stage at Email: norbert.kopco@upsjs.sk

cannot move their eyes and therefore their auditory and
visual RFs are aligned. The existing human models mainly
focus on spatial and temporal aspects of the VAE (Bosen
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et al., 2018; Shinn-Cunningham et al., 2005; Watson et al.,
2019), not considering the different RFs. There are models
of the audio-visual RF alignment for audio-visual integration
(Odegaard et al., 2019; Razavi et al., 2007) and multi-sensory
integration (Pouget et al., 2002) when the auditory and visual
stimuli are presented simultaneously. These models apply to
the ventriloquism effect which is driven by different mecha-
nisms than the adaptation and transformations underlying the
VAE (Park & Kayser, 2019, 2021).

Our experimental studies examining RF of VAE in
humans and monkeys provided inconsistent results
(described in detail in the following section). A mixture of
eye-centered and head-centered RFs was identified for recal-
ibration locally induced in the central region of the audio-
visual field (Kopco et al., 2009) while the head-centered
RF dominated when VAE was induced in the audio-visual
periphery (Kopco et al., 2019). Additionally, the only other
available study, in which the VAE was induced over a
wide spatial area including the central region, also concluded
that the RF is mixed (Watson et al., 2021). These results
imply that the RF used in the VAE is dependent on the
region in which the VAE is induced, possibly due to a non-
homogeneity in the auditory spatial representation (Groh,
2014; Grothe et al., 2010) or due to asymmetries in the
VAE generalization (Bertelson et al., 2006; Bruns &
Roder, 2019). The current modeling primarily aims at identi-
fying the neural mechanisms that underlie the mixed RF
observed in the Kopco et al. (2009) and the Watson et al.
(2021) studies, by implementing two specific mechanisms
by which eye-centered visual signals might influence the
RF of VAE, while assuming that these mechanisms act uni-
formly across the audio-visual field.

A secondary goal of the current modeling is to propose a
mechanism to describe a new adaptive phenomenon
observed in the ventriloquism study of Kopco et al. (2019)
(again, described in detail in the following section). In that
study, adaptation was unexpectedly induced by spatially
aligned audio-visual stimuli, while no such adaptation was
observed in Kopco et al. (2009).

Here, we first summarize the experimental results from
Kopco et al. (2009, 2019) to explain the modeled phenomena.
Then, the model is introduced and evaluated on different
subsets of the Kopco et al. (2009, 2019) data. Finally, the
Appendix illustrates how the model can be applied on other
data by comparing the predictions of the best model fit based
on the Kopco et al. data to the results of Watson et al. (2021).

Summary of Kopco et al.

The studies of Kopco et al. (2009) and (2019) induced the
VAE locally in, respectively, the central or peripheral subre-
gion of audiovisual space (Figure 1A, top). They used one
initial eye fixation position on training trials and presented
the discrepant audiovisual stimuli from the restricted spatial
range. As the aftereffect was spatially specific, weakening

outside the trained region, they could test the RF of the recal-
ibration by shifting fixation on probe trials. Specifically, on
interleaved auditory-only probe trials, they varied the initial
eye position with respect to the head (which was fixed) and
presented sounds from locations spanning both the same
head-centered locations and the same eye-centered locations
as on the training trials (see Figure 1A, bottom). The predic-
tions of results obtained using this paradigm for central train-
ing region are illustrated in the left-hand panels of Figure 1B.
If visually induced spatial plasticity occurs in a brain area
using a head-centered RF, then VAE biases in perceived
sound location will occur only for sounds at the same head-
centered locations (in Figure 1B, blue dash-dotted line
matches the red dash-dotted line). Conversely, if plasticity
occurs in an eye-centered RF, then visually induced biases will
occur only for sounds at the same eye-centered locations (dash-
dotted cyan line is shifted to the left of the red line, staying
aligned with the FP). A third possibility is that the neural mech-
anism involves an intermediate mixture of both RFs (a “hybrid”
frame). The predicted outcomes for head- and eye-centered RFs
are displayed in the bottom-left panel of Figure 1B which sum-
marizes the potential effect as the difference between the induced
bias on trials involving the training fixation and the induced bias
on trials involving the non-training FP.

The right-hand column of Figure 1B shows the experimental
results from the AV-misaligned conditions (re. AV-aligned),
averaged across data from runs with AV discrepancy causing
a leftward and rightward VAE bias, as the difference between
the two directions was not significant (note that this value is
equal to the difference between the biases induced by the right-
ward vs. leftward shifts divided by 2). The responses to AV
stimuli were always very near the visual components of the
AV stimuli, in both the central and peripheral experiments
(green dashed and solid lines in Figure 1B), as well as in the
AV-aligned baseline (green lines in Figure 1C). The displaced
V component in the AV-misaligned conditions induced a
local VAE when measured with the eyes fixating the training
FP (the red solid and dashed lines in Figure 1B show that
maximum ventriloquism was always induced in the trained sub-
region of the auditory space, consistent with our predictions).
The critical manipulation of these experiments was that half of
the probe trials were performed with eyes fixating on anew, non-
training FP (blue “+” symbol), shifted away from the training FP
(red “4+” symbol). The experimental data showed that, in the
central experiment, moving the fixation resulted in a smaller
VAE with the peak moving in the direction of eye gaze (blue
vs. red dashed line), while in the peripheral experiment, only a
negligible effect of the eye fixation position was observed
(blue vs. red solid line).

To better visualize these results, the lower panel of
Figure 1B shows data expressed as the difference between
responses from training versus non-training FPs from the
respective upper panels, along with the expected patterns of
results for the two RFs based on the training-FP data. The
head-centered RF always predicts that the effect would be
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Figure |. Experimental design and results from Kopco et al. (2009, 2019). (A) Experimental design: nine loudspeakers were evenly
distributed at azimuths from —30° to 30°. Two FPs were located 10° below the loudspeakers at +11.75° from the center. On training trials,
audio-visual stimuli were presented either from the central region (auditory-component at —7.5, 0 or +7.5°%; Kopco et al., 2009) or
peripheral region (auditory-component at 15, 22.5, or +30°; Kopco et al., 2019), while the subject fixated the training FP. The audio-visual
(AV) stimuli consisted of a sound paired with an LED offset by —5°, 0°, or +5° (offset direction fixed within a session). On probe trials, the
sound was presented from any of the loudspeakers while the eyes fixated one of the FPs. (B) Predicted (left-hand column) and observed
(right-hand column) results for AV-misaligned training. Dash-dotted lines represent the predictions in the two RFs. Solid and dashed lines
show measured across-subject mean biases in AV (green) and A-only trials (red and blue lines for respective FPs), corresponding,
respectively, to the ventriloquism effect and aftereffect combined across the runs with AV-misaligned stimuli. Data from runs using V
component shifted to the right and to the left are combined as no significant effect of shift direction was observed, and always plotted as if
shift to the right was induced. Black lines show the differences between the respective red and blue lines, that is, differences between the
biases found for the two FPs. (C) AV-aligned results: green, red, blue, and black lines as in the AV-misaligned results. Note: Error bars have
been omitted for clarity. N=7 in both experiments. All horizontal axes are plotted in head-centered RF.

identical for the two FPs. Thus, all head-centered differences
(brown lines) are expected at zero. The solid and dashed
yellow lines show, respectively, for the peripheral and
central data, the eye-centered RF expected patterns obtained
by subtracting from the red lines the same red lines shifted
23.5° to the left. Finally, the black solid and dotted lines
show the actual differences between the respective red and
blue data from the upper panel. For the central data, the
black dashed line falls approximately in the middle
between the head-centered and eye-centered predictions,
showing a mixed nature of the RF of the VAE induced in
this region. On the other hand, the black solid line is
always near zero, showing that the RF of the VAE induced
in the periphery is predominantly head-centered. The main
goal of the current modeling is to examine candidate mecha-
nisms causing these results.

While the results in Figure 1B are based on the VAE induced
by AV-misaligned stimuli, Figure 1C shows the baseline data
obtained in runs with auditory and visual stimuli aligned. In

the central-training experiment, the responses from the two
FPs were similar, unbiased at the central locations and with a
slight expansive bias in the periphery (both red and blue
dotted lines are near zero in the center, negative in the left-hand
portion and positive in the right-hand portion of the graph). On
the other hand, in the peripheral-training experiment the
responses for the targets at —10 to +15° differed between the
two fixations, such that the non-training FP responses fell well
below the training-FP responses (compare the red and blue
solid lines). Thus, the peripheral AV-aligned stimuli induced a
fixation-dependent adaptation in the auditory-only responses
in the central region, a VAE-like adaptation phenomenon that
has not been previously reported. The black dashed and solid
lines in Figure 1C, showing the difference between the corre-
sponding red and blue data from the upper panel, highlight the
FP-dependence of the peripheral data in contrast to the
FP-independence in the central data. The secondary goal of
the current modeling is to propose a mechanism to explain
this result.
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Model Description

Overview

Figure 2A shows the structure of the model. The model pre-
dicts the VAE as a function of the A-only probe azimuth and
the FP location (the “response bias” vs. “probe stimulus and
FP” blocks in Figure 2A). The main model component is the
“auditory space representation” block that encodes the VAE
biases induced by the visual ventriloquism signals (“ventril-
oquism” block) in head-centered coordinate frame (“HC”
arrow). Additional model components, shown in gray, are
optional and implement alternative mechanisms that are
examined as candidates for influencing the observed RF of
VAE results. The optional components “EC” arrow and
“FP-dependent attenuation” block represent two different
hypotheses about how EC signals might influence RF of
VAE, while the “saccade-related bias” block represents
biases induced when eye saccades are used as a response
method. Panels B-E of Figure 2 illustrate the operation of
each of the model components.

The “auditory space representation” block assumes a con-
tinuous uniform representation of auditory space (Carlile
et al, 2001) in HC frame. Its operation in the basic
“HC-only” mode is illustrated in Figure 2B. The induced
VAE is determined by only considering the AV stimuli
used during training (3 such stimuli were used in the exper-
iments; Figure 1A). For each AV stimulus, it is assumed that
the induced bias (black line) is strongest at the location of the
A component of the stimulus (s4y), independent of the fixa-
tion location, and that it decreases with distance from s,y (all
in HC representation). Also, it is assumed that the overall
strength of the bias is proportional to the measured ventrilo-
quism effect at those locations (r4y, represented by a green
circle in Figure 2B) and the width of the neighborhood in
which a given stimulus induces bias (i.e., the width of the
Gaussian-shaped black line) is the same for all the AV
stimuli in the HC frame. The predicted VAE is then com-
puted simply as a sum of the effects of all the AV training
stimuli. This structure of the model is consistent with the
local character of VAE (Bosen et al., 2018).

The first candidate mechanism for how EC signals influ-
ence the RF of VAE assumes that the effects of ventriloquism
are similar to those in the basic model but that the ventrilo-
quism signals are in the EC RF (“EC” arrow in Figure 2A;
illustrated in Figure 2C). Thus the observed effect of AV
training will be constant relative to the fixation during
testing (i.e., in the eye-centered coordinates). Specifically,
for a training stimulus sy presented while eyes fixated the
“training” FP (red “+”), the VAE bias is induced at the
trained location in HC frame when eyes are at the training
FP during testing (red Gaussian curve) but it shifts with the
eyes in HC RF when eyes move to a new non-training FP
(blue “+” and the corresponding blue Gaussian). Again,
the strength of the induced bias is proportional to the VE

(rav represented by red and blue circles) and the width of
the neighborhood is constant across the stimuli while it can
be different than that for the “HC” branch (the Gaussians
are narrower in panel C). This mechanism implements the
hypothesized eye-centered RF as shown by cyan line in
Figure 1B (Kopco et al., 2009).

The second candidate mechanism (“FP-dependent attenu-
ation” block) assumes that the adaptation of spatial represen-
tation induced by ventriloquism is head-centered, but that the
effect is multiplicatively attenuated when the eyes shift to a
new FP away from the training FP (in Figure 2D, the black
line has a maximum at the red training FP and decreases
when eyes shift away from it, e.g., to the non-training blue
FP). The attenuation is assumed to be proportional to the dis-
tance between the training and new FPs. This mechanism is
motivated by the central training data in Figure 1B which
shows more of an attenuation than a shift (compare red
dashed vs. blue dashed data) and it might be related to
FP-dependent biases observed in sound localization
(Lewald & Ehrenstein, 1998; Razavi et al., 2007). Since
this attenuation is dependent on the fixation location, it is
also in the eye-centered RF.

Finally, the “saccade-related bias” block is an optional
component that characterizes biases observed when saccades
to the auditory targets are used as the response method. With
it, the model proposes a mechanism that can explain the new
adaptation effect observed in the no-shift peripheral-training
condition (blue and red solid lines in Figure 1C). The mech-
anism assumes that there are a priori biases in saccade
responses to auditory-only stimuli that get “corrected” by
ventriloquism when aligned AV stimuli are presented on
interleaved AV trials. The a priori biases are assumed to be
a mixture of eye-referenced and head-referenced such that
they result in hypermetric (overestimating) saccades for
most stimuli except for stimuli near the median plane
where they cause hypometric saccades (in Figure 2E, the
red line represents this bias for the red FP, and the mirror-
symmetric blue line for the blue FP). The effect of ventrilo-
quism for aligned AV stimulus (presented, e.g., at 0°
green circle in Figure 2E) is to “correct” these a priori
biases by shifting the responses toward the AV targets
(arrows). The characterization of the a priori biases by sig-
moidal functions (red and blue lines) was mainly chosen to
be consistent with the experimental AV-aligned results
from the central and peripheral experiments of Kopco et al.
(red and blue lines at the non-training locations in
Figure 1C). There are very few studies examining saccades
to auditory targets, and their results are contradictory. This
sigmoidal model is generally consistent with the results of
Gabriel et al. (2010), which observed both underestimation
and overestimation in saccade responses depending on the
target location. Or, it is consistent with the contradictory
result of (Yao & Peck, 1997), who only observed underesti-
mation of saccade responses, when combined with overesti-
mation in peripheral auditory localization estimates with a
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Figure 2. Structure of the model and illustration of its operation. (A) Block diagram of the model in which the optional model components
are shown in gray. The model predicts the “response bias” for an auditory ‘‘probe location” presented while eyes fixate the location FP. The
main model component is the “auditory space representation” in which biases are induced by “ventriloquism” by default in the

head-centered RF (“HC” arrow). Two forms of eye-centered RF are proposed and evaluated here: (1) ventriloquism-induced biases in the
eye-centered RF (“EC” arrow) and (2) “FP-dependent attenuation” of the observed VAE when eyes move away from the training FP. Finally,
optional “saccade-related bias” influences the results only when saccades are used as response method. Panels B through E illustrate the

operation of each of the components (see text for details).

centrally fixed eyes (Razavi et al., 2007). Finally, a similar
sigmoidal function was previously used to model visually
induced spatial auditory adaptation (Zwiers et al., 2003).
Importantly, here, this component only affects the predic-
tions for the AV-aligned data, as it cancels out when consid-
ering the VAE defined as relative shifts in responses for
AV-misaligned versus AV-aligned data (as shown in
Figure 1B). Also, it can be simply ignored when modeling
data that do not use the saccade response method, as illus-
trated in the Appendix which models the data of Watson
et al. (2021).

There are four versions of the model evaluated here, dif-
fering by whether they include optional components “EC”
arrow and “FP-dependent attenuation” subblock. The basic
version of the model, referred to as “HC model”, does not
include either of the optional components. Thus, it predicts
that the ventriloquism signals influencing the spatial auditory
representation are purely head-centered (the “HC” arrow in
Figure 2A). In the “HEC model” version, the visual signals
adapt the auditory spatial representation in both head-
centered and eye-centered RFs (the optional “EC” arrow)

such that the relative contribution of the HC and EC RFs
can be arbitrary. Therefore, the HEC model reduces to the
HC model if the weight of the EC path is set to zero, or it
can produce predictions using only EC RF if the HC path
weight is set to zero. Note that a purely EC-based version
of the model was not considered as (1) the
peripheral-experiment data are only consistent with a HC
RF, so the model would clearly fail and (2) the HEC model
could behave as such EC-only model by appropriately adjust-
ing the relative weight, if that were the best fit to the data. The
“dHC model” version only considers the “FP-dependent”
attenuation component. Finally, the “dHEC model” incorpo-
rates both optional components and thus it assumes that both
EC-referenced mechanisms described in the HEC and dHC
models contribute to performance.

To generate the predictions, the model only uses informa-
tion about the training AV stimulus locations and the average
measured AV response biases for those locations. Thus, the
model does not require input information about the direction
of audio-visual stimulus displacement during training
(whether the visual stimuli were shifted to the left, right, or
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aligned with the auditory stimuli). Instead, it only uses the
information about where the training occurred and what the
resulting ventriloquism effect was, and it assumes that
there is a direct relation between the observed ventriloquism
effect and aftereffect. Supporting this assumption, a compar-
ison of the VE and VAE data at the trained locations (corre-
sponding green and red lines in Figure 1B) shows that the
VAE is approximately a half of VE at these locations in
the experimental data. This allows the model to be applied
to any VAE data in which the FP locations, A-component
locations and AV disparities are manipulated during training.
Additionally, the model can also be used to predict results of
experiments for which VE values were not measured, for
example, assuming that the ventriloquism capture is nearly
complete, as illustrated in the Appendix simulation.

Detailed Specification

The following model specification applies to the most general
dHEC model version, with the differences applying to the
reduced versions described as needed (all variables in
the model use the head-center representation and are in the
units of degrees, unless specified otherwise).

Equation 1 describes the predicted bias in responses 7 to a
given auditory stimulus at location s and for eyes fixating the
location f as a ventriloquism-induced adaptation in auditory
spatial representation ry combined with the optional
saccade-related bias rg:

(s, )= rv(s, )+ re(s, ). ey

The ventriloquism-induced adaptation is defined as:
N
ry(x, f) = de(f, Jrowyie, lrav — re@savis ),
i=1
@)

where w € [0, oo] is a free scaling parameter specifying the
relative weight of the ventriloquism adaptation, d is the
FP-dependent attenuation of the aftereffect in the dHC and
dHEC models (Eq. 8), N is the number of combinations of
training locations and FPs (in the current experiments, N =
3 for 3 locations and 1 training fixation). For the i-th combi-
nation, there is a training FP fr;, training location azimuth
sav.i, and the AV response bias r4y; obtained from the
experimental data (e.g., the green data in Figure 1). The dif-
ferences rav; — re(sav., f) represent the disparity between
the AV response biases and the saccade-related bias at the
training locations (note that the rp value only affects
the AV-aligned data in the current simulations). w, ;(x) is
the strength with which the disparity at the i-th (training loca-
tion X FP) combination adapts the spatial representation at
the location x. In the HEC and dHEC models, this value is
a weighted sum of the adaptation strengths in head-centered
and eye-centered RFs, defined as:

wyi(x, f) =1 —wpwui(x) + wewygi(x, f), 3)

where wg € [0, 1] is a parameter determining the relative
weight of the EC-referenced contribution w,g; versus the
HC-referenced contribution w,g; (in the HC and dHC
models, wg = 0). Weights w,y; (Eq. 4) and w,g; (Eq. 5)
use normalized Gaussian functions centered at the training
locations as a measure of the influence of i-th training loca-
tion on target at location x, differing only in that the later
uses the EC frame (all values are relative to the FP):

Wyi,i(X) = G(x, Sav.i, OH, SAV), 4)

wye,i(X, f,fri) = G&x —f, sav; — fri» 68, Sav —fr). (5)

In Egs. (4) and (5), the bold typeface represents vectors of the
length N. The normalized Gaussian dependence is defined by
using normal probability density function ¢ with a mean of u
and standard deviation of o:
—p
o)

Zﬁw(s’;g)'

In Egs. (4) and (5), the parameters oy and o represent the
width of the influence of the ventriloquism at individual train-
ing locations, respectively, for the two RFs. wyg; (Eq. 4) is
always centered on the i-th training location in the HC RF,
whereas w,g; (Eq. 5) is centered on the i-th training location
in the EC RF. fr ; is the training fixation location (when
f = fr, the two RFs are aligned). Finally, the Gaussian func-
tions are normalized (Eq. 6) such that the maximum w,y; or
wyg,; after summing across the (training FPXxlocation) combi-
nations equals 1.

The FP-dependent attenuation of the aftereffect is defined

Gx, u, 0, S) = (6)

as
d(f, fr) = df“f_fTVK, (7

which for dr <1 is a decreasing function of the separation
between fr and f such that when the current fixation f is at
the training FP fr, d = 1, and when they are separated by
K (which in the current study equal to the separation
between the training and non-training FP locations),
d = d;. Note that the exact form of this dependence
cannot be evaluated for the current data as only one training
and one non-training fixation were evaluated.

The saccade-related bias at a specific location x for eyes
fixating the location fis modeled as a sigmoidal function

2
1 +exp(—k(x+¢f)) 1)’

where the free parameters h, k, and c¢ determine, respec-
tively, the height, the slope, and the zero-crossing location
(which equals —cf) of the sigmoid representing the hypo-
metric and hypermetric biases in the saccades to auditory
targets. This component, which was specifically proposed
to explain the newly observed adaptation induced by the
AV-aligned stimuli, can be omitted for experiments in

re(x, f) = h( ®



Lok$a and Kopco

which responses other than saccades were used. And, even in
the current study, it only influences the AV-aligned predic-
tions as it cancels out when considering the relative effect
of a misaligned-AV training versus the aligned-AV training,
as used here to evaluate the RF of VAE.

Simulation Methods

Stimuli

The complete data set used in the simulations consists of the
AV-aligned and AV-misaligned data for the central and
peripheral training regions shown in Figure 1B—C. Note that
the AV-misaligned data were obtained from data with
V-component shifted to the right and to the left in the original
data of Kopco etal. (2009, 2019) by collapsing them across the
shift direction, as no significant difference between the direc-
tions was observed. Also, the data were collapsed across the
runs with training FP on the left and right, and they are
always shown with the training FP on the right, the non-
training FP on the left, and with the V-component shifted to
the right (as in Figure 1). The training FP and non-training
FP data, as well as their difference were used (blue, red, and
black lines in Figure 1). Thus, the resulting complete data
set contained 108 A-only across-subject mean and standard
deviation stimulus-response data points ([9 azimuths] X [2
FPs + FP difference] X [2 AV conditions] X [2 training
regions]); the corresponding AV training stimuli (green
lines in Figure 2) were used as model parameters. In different
simulations, subsets of these data were used, as described
below.

Including the difference data in the current simulations
was critical as that measure was the most sensitive for distin-
guishing between the contributions of the different RFs (as
shown in the simulation results below). However, when the
model is applied to other data in which it is not the difference
that indicates the RF, then the difference values can be
omitted (as illustrated in the Appendix).

Model Fitting and Evaluation

Four simulations were performed, each on a different subset
of the data set: central simulation using central
AV-misaligned data (dashed lines in the Figure 1B), periph-
eral simulation using peripheral AV-misaligned data (solid
lines in the Figure 1B), no-shift simulation using just the
AV-aligned data from both central and peripheral experi-
ments (dashed and solid lines in the Figure 1C), and all
data simulation using all data points.

Each simulation (except one) was performed by fitting the
four models to the corresponding subset of the data using a
two-step procedure. First, a systematic search through the
parameter space was performed, using all combinations of
10 values for each parameter, listed in Table 1. Second, the
best 100 parameter combinations in terms of weighted

Table |. Range and increments of free parameters used in
systematic search through the parameter space during model
simulations.

Range

Parameter min max Increments
h, w 0 2 linear

k 0.0l 20 quadratic
c 0 1.5 quadratic
WE 0 | linear
OH,OF | 20 linear

dr 0 | linear

Ten values of each parameter were considered with either linear or quadratic
spacing.

MSE were used as starting positions for non-linear iterative
least-squares fitting procedure (Matlab function Isqnonlin)
which, again, minimized the weighted MSE. The parameter
values for the best of these fits were chosen as the optimal
values listed in Table 2 and used in the result figures.

To compare the models’ performance while accounting for
the number of parameters used by each model, we computed
the Akaike information criterion AICc (Burnham &
Anderson, 2004; Taboga, 2017) for each optimal fit, defined as:

K+1
n—K-1’

SSE(X) n 1)

AlICc = —2log(L + 2K + 2K ®)

©

log(L) = _7” (log(Zn) + log "

where 7 is the number of experimental data points, K is the
number of fitted parameters, and SSE(X) is the sum of squares
of errors across the data points (i.e., differences between predic-
tions and across-subject mean data x;) weighted for each data
point by the inverse of its across-subject standard deviation
ﬁ(xi). In general, the model with the lower AICc is considered
to be a better fit for the data. We use the rule that the model
with the lower AICc is substantially better than an alternative
model only if the rounded-up value AAIC is larger than 2.

Results

Four model evaluations were performed, each on a different
subset of the data. The results of the 4 evaluations are sum-
marized in Table 2, which shows for each simulation and
model the fitted parameter values and the model’s perfor-
mance measured using the AICc criterion and the weighted
MSE.

Central AV-Misaligned Data

Central Data simulation only fitted the central-training data
from the AV-misaligned conditions (dashed lines from
Figure 1B). For the mixed RF observed in these data, the
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Table 2. Fitted model parameters and model performance for each simulation.

Data set Model AlCc AAIC MSE h k c w WE oH O dr
Central AV-misaligned (Figure 3A) HC 142.3 174  7.08 - - - 0.37 - 20.73 - -
HEC 137.7 127 448 - - - 046 031 2143 536 -
dHC 125.3 0.4 333 - - - 0.49 - 17.10 - 0.66
dHEC 1249 - 2.43 - - - 049 0.19 2013 279 072
Peripheral AV-misaligned (Figure 3B) HC 107.6 - 1.96 - - - 0.53 - 12.29 - -
HEC 112.8 5.2 1.84 - - - 054 005 1202 450 -
dHC 111.0 33 1.96 - - - 0.53 - 12.29 - 1.00
dHEC 1169 9.3 1.84 - - - 054 005 1202 450 .00
AV-aligned (Figure 3C and D) HC 182.2 - .39 132 021 096 1.19 - 12.18 - -
All (Figure 4) HC 450.6 153 344 074 048 1.1l 046 - 14.94 - -
HEC  441.0 5.7 30 075 044 108 050 0.14 1452 449 -
dHC  439.6 43 304 074 047 .12 051 - 14.44 - 0.84
dHEC 4353 - 280 075 044 109 052 o0.ll 1467 373 088

AICc and MSE were calculated on the data used in each simulation.AAIC is the increase in AlCc for a given model re. the model with the lowest AlCc. The

underlined model names indicate the model version with substantial evidence of better fit to the data (i.e., rounded up AAIC smaller than 2).

simulation examined whether the eye-referenced contribu-
tion is more consistent with the eye-referenced shift in adap-
tation region mechanism (HEC model) or the FP-dependent
attenuation mechanism (dHC model).

Figure 3A presents the results of this simulation, by
showing the experimental data (now with SEM error bars)
and the fitted models (lines), separately for the training FP
(top panel), non-training FP (middle panel), and their differ-
ence (bottom panel). For the experimental data, the first
notable observation is that the error bars on the
FP-difference plots (black data in the bottom panel) are
much smaller than those for the individual FPs (red and
blue in top and central panels). Therefore, the critical evalu-
ation of the current models was performed on the difference
data.

The top and middle panels show the data and model pre-
dictions for the two FPs separately. All the models capture
the basic profile of the adaptation (note that the differences
among model predictions tend to be smaller than the spread
in the data). For the training FP (top panel) all the models
peak at 0°, while the data peak at —7.5°. The HC model
(beige) gives the worst predictions, while the dHC model
(green) is closer to the data than the HEC model
(magenta), in particular for the three left-most azimuths.
For the non-training FP (middle panel), the HEC model cap-
tures the left-most triplet values better than the other models.
However, this improved non-training FP prediction results in
the non-training FP values being larger than the correspond-
ing training-FP values (magenta line in the middle panel is
above the magenta line in the top panel), causing the differ-
ence prediction (bottom panel) to have a negative under-
shoot, not observed in the data.

The top and middle panels also illustrate the functioning
of the model for the AV-misaligned data for which only
the Auditory space representation, Ventriloquism signals in
HC and EC frames, and FP-dependent attenuation model

components play a role. The dHC prediction (green line) in
the middle panel is simply a scaled-down version of the pre-
diction from the top panel, while the HEC prediction
(magenta) has two Gaussian components that are horizon-
tally aligned and combined in the top panel, while one of
them is shifted to the left in the middle panel. The dHEC
model (purple) combines these two mechanisms to obtain
predictions that tend to be closest to the data.

The bottom panel offers the most direct evaluation of the
models with respect to the hypothesized mechanisms. The
HC model’s prediction (beige) is fixed at zero, while the
remaining three models fit the data better, confirming that
eye-referenced signals contribute to the ventriloquism adap-
tation in central region (the improvement vs. HC model in
terms of AICc ranges from 4.7 to 17.4). Further, the HEC
model’s AICc is worse by 12.3 compared to the dHC
model, providing a strong evidence that the mixed RF
observed behaviorally is driven by FP-dependent attenuation
(dHC), not by ventriloquism signals in the EC RF (HEC).
The HEC model (magenta) underestimates the central data
for targets at azimuths around 0° while it predicts a negative
deviation at azimuths around —20°, not observed in the data,
which the dHC (green) model does not predict. Finally, the
dHC and dHEC models are comparable in terms of the
AlCs (difference of 0.4), while the dHEC model (purple)
has the lowest MSE error, indicating that the
EC-referenced shift in adaptation region mechanism might
have a minor additional contribution to the adaptation
effect. Note that the simulation of Watson et al. (2021) data
in the Appendix uses this dHEC model.

Peripheral AV-Misaligned Data

Peripheral data simulation fitted only the peripheral-training
data from the AV-misaligned conditions (solid lines in
Figure 1B). Table 2 shows that the HC model was indeed
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Figure 3. Model evaluation in simulations on different subsets of the data set. Model predictions (lines) and experimental data (symbols) for
central AV-misaligned simulation (A), peripheral AV-misaligned simulation (B), and the central and peripheral AV-aligned simulation (shown,
respectively, in the left-hand and right-hand columns of panel C). Top and middle rows: Across-subject mean biases (+SEM) and model
predictions for the two FPs separately. Bottom row: Differences between the biases (+1 SEM) for the two individual FPs and corresponding
differences between the model predictions from the middle and lower rows.

the best in terms of AICc and the EC-related parameters indi-
cate a low contribution of the EC-related components in the
extended models dHC/HEC (dy = 1 and wg = 0.05). The top
and middle panels of Figure 3B show that the models cap-
tured the observed ventriloquism from individual FPs well,
except for the two left-most points, for which the effect
appears to be negative, which the current models cannot
predict as Gaussians are used to describe the local character
of the VAE. The bottom panel of Figure 3B shows that, in
agreement with the data, all four models produced almost
identical predictions of approximately 0° difference, confirm-
ing that the RF in this experiment was largely head-centered.

Central & Peripheral AV-Aligned Data

This evaluation focused on the AV-aligned data, examining
the hypothesis that the saccade-related bias combined with
auditory space representation adapted in HC RF are suffi-
cient to explain the newly observed adaptation exhibited
by training-region-dependent differences in the AV-aligned
data (Figure 1C). That is, it was predicted that the HC
model incorporating the saccade-related bias component
can accurately describe the baseline data.

Figure 3C presents the results of the HC model evaluation
in a layout similar to panels A and B. However, here, both the
central (left-hand column) and peripheral (right-hand
column) data were fitted in one simulation. First, comparison
of the error bars in the top and middle columns to the respec-
tive columns of panels A and B shows that the raw A-only
responses have even much larger across-subject variability
than the AV-misaligned data (which are referenced to the

AV-aligned data). However, even here, computing the differ-
ence between the two FPs (bottom panel), reduces the vari-
ability dramatically. Also, the difference figure shows that
the newly observed adaptation is as strong as the ventrilo-
quism effect in this study, reaching 2-3° (compare the
peaks of the black data in panel C to the red and blue
peaks in panels A and B).

The HC model (beige line) captures the basic features of
the AV-aligned data. Specifically, it mostly fits within the
error bars for the individual FP data (red and blue),
showing the FP-independent expansion of the central data
(left-hand column) and the FP-dependent responses for the
three central locations in the peripheral data (right-hand
column). Considering the differences (bottom), the model
simultaneously accounts for the null effect for the central
data and the increased FP-difference in the peripheral data,
suggesting that the combination of saccade-related biases
and ventriloquism-mechanism correction of these biases
might be underlying the newly observed adaptation.
However, note that the peripheral difference data peak at
7.5° while the model prediction peaks at 0°, indicating that
the interactions are more complex than those assumed here
(note that without the saccade-related bias component, all
these predictions would be near 0°).

All Data

In the final evaluation, the four models were fitted to all data,
combining the AV-aligned and AV-misaligned data from
central and peripheral experiments (solid and dotted lines
from Figure 1B and C). The evaluation examined whether
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Figure 4. A model evaluation performed on all data combined. The layout, color scheme, and other aspects as in Figure 3.

the model predictions, which were accurate on separate data
subsets, will also be accurate when the subsets are combined,
and whether the conclusions drawn on the subset simulations
will generalize to the combined data. Figure 4 presents the
results of this simulation using a layout similar to Figure 3.
Overall, the model predictions in this simulation are less
accurate than in the separate data set simulations (previous
sections), mostly following the same trends as observed
there. For the AV-misaligned data, the training-FP and non-
training FP predictions are fairly accurate for peripheral data
(top and middle row of Figure 4B), again with the exception
that the current model cannot predict the negative bias at the
left-most locations. On the other hand, the predictions for the
central data show larger departures, especially for the 0-15°
locations and non-training FP (middle panel of Figure 4A),
for which the bias in data is reduced more than the models
predict. Also, for the central training-FP data, the model pre-
dictions peak at 0° for all the models while the data peak is
shifted to the left (top panel of Figure 4A). However,
overall, the different models produce very similar predictions
when considering the FPs separately, especially when com-
pared to the individual differences in the data (across-subject
variability in top and middle panels of Figure 4A-B).

The FP-difference plots in the bottom panels of
Figure 4A-B allow us to focus on the differences between
models. They show that the models tend to underestimate
the FP-difference in the central AV-aligned data, in particular
at azimuths near 0°, while they overestimate the
FP-difference in the peripheral data, especially at azimuths
15-22.5°. This pattern of results is caused by the largely
linear operation of the model, which causes that the
peripheral-data and central-data predictions are approxi-
mately identical when aligned with respect to the training
region (i.e., the individual lines in the right-hand panel,
when shifted to the left by 23.5°, are almost identical to the

lines in the left-hand panel). Then, to minimize the error
for both central and peripheral data, the models’ predictions
are approximately in the middle of these two data sets.
However, even with this constraint, the dHC and dHEC
models perform significantly better than the HC and HEC
model in terms of AICc (Table 2), again supporting the con-
clusion that the FP-dependent attenuation mechanism is the
most likely mechanism causing the mixed RF observed for
the central data, while the HEC mechanism only has a
small contribution.

Finally, the predictions for the AV-aligned data
(Figure 4C-D) are again less accurate than when these data
were considered separately (Figure 3C) and with very small
differences among the models, confirming that the main
mechanism  allowing accurate predictions is the
saccade-related bias. Focusing on the FP-difference panels
(bottom row), the models do qualitatively capture that the
biases are larger for the middle targets in the peripheral
(panel D) than in the central (panel C) region. This less accu-
rate prediction is caused mainly by the fact that the parameter
w needs to be large in order for the combination of
saccade-related bias and ventriloquism adaptation to
produce accurate predictions (it is more than 1 in the
AV-aligned simulation), while it is only around 0.5 in the
simulations involving AV-misaligned data (this simulation,
as well as the Central and Peripheral AV-misaligned simula-
tions in Table 2).

Discussion

This study introduced a model of the RF of the VAE and
evaluated it on data from three previous studies. The model
considers two forms of eye-centered signals influencing the
auditory space representation: ventriloquism signals in eye-
centered RF and FP-dependent attenuation. The main
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evaluation of the model, performed on the central-training
data from Kopco et al. (2009), found the FP-dependent atten-
uation mechanism to be the main eye-centered mechanism
that caused the mixed RF reported in that study. And, this
model can also correctly predict the data from Watson
et al. (2021), simulated in the Appendix. This result suggests
that the auditory space representation is natively head-
centered, that is, that the visual ventriloquism signals are pri-
marily converted to the HC frame before affecting the audi-
tory spatial representation. The main contributor to the
observed mixed RF is then the FP-dependent attenuation of
the adaptation. While this mechanism is computationally
very simple, only dependent on the relative location of the
current testing FP re. training FP, it is not immediately
obvious how the mechanism is implemented neurally. One
possibility is that the visual representation of the training
FP is adapted due to the eyes fixating mostly on that location
during the training, this resulting in a stronger VAE from that
location. Another option is that it is related to the saccade
response method used in the current study, which would
need to be adapted beyond the saccade-related biases consid-
ered here. However, given that the current modeling is also
consistent with the results of Watson et al. (2021), this inter-
pretation is not likely.

For the peripheral-training data from Kopco et al. (2019),
the current modeling confirmed that the RF of VAE is only
head-centered. This is consistent with the central-data
results suggesting that the ventriloquism adaptation is only
in the HC RF, but it is not clear why the FP-dependent atten-
uation is not observed here. One possible explanation is that
the attenuation only affects the results when the induced
adaptation causes a mixture of hypermetric and hypometric
saccade adaptation (which was the case for the central train-
ing, but not for the peripheral training). Alternatively, it
might be related to the character of the auditory spatial repre-
sentation. For example, if that representation is not uniform
as assumed here, then it might be affected differently when
training is in the center versus in the periphery.

The model was also able to explain a new form of auditory
space adaptation induced by AV-aligned stimuli in Kopco
et al. (2019). To this end, it proposed a specific form of inter-
action between saccade-related bias and the ventriloquism
adaptation which assumes that the VAE measured by sac-
cades is influenced by the motor representations guiding
the saccades to AV and/or auditory targets. This mechanism
cannot be directly verified as currently available data are not
consistent in terms of whether saccades to auditory targets are
predominantly hypermetric or hypometric (Gabriel et al.,
2010; Yao & Peck, 1997), while even less is known about
saccades to misaligned AV targets (while those are typically
assumed to have a small effect; (Caruso et al., 2021)).
Additionally, eye-gaze-direction-dependent biases in sound
localization have been previously observed even when sac-
cades are not used for responding (Lewald & Ehrenstein,
1998; Razavi et al., 2007), and these likely also influence

the measured saccade biases. To tease these contributions
apart, future studies need to assess the RF using response
methods other than saccades (Kopco et al., 2015; Lewald
& Ehrenstein, 1998).

Finally, when the AV-aligned and AV-misaligned data
from both studies were combined, the model predictions
became less accurate, likely due to the limited linear interac-
tions of the model components considered here. However,
the model evaluation on the combined data still qualitatively
supported the conclusions obtained in the separate evalua-
tions, suggesting a dominant role of the FP-dependent atten-
uation. To accurately predict all the data, the model could be
extended by (1) a plausible mechanism that results in
FP-dependent attenuation only when the training region
covers the midline (to correctly predict both the central and
the peripheral AV-misaligned data) and (2) adaptive
AV-condition-dependent strength of the ventriloquism com-
ponent (w parameter needs to be around 0.5 for the
AV-misaligned data and more than 1 for the AV-aligned
data).

The current model only uses the responses on AV training
trials to predict the ventriloquism adaptation, independent of
the size of the audio-visual disparity or of whether the dispar-
ity results in hypometric or hypermetric saccades. And it
assumes that the ratio of observed VAE to the effect is cons-
tant, in our studies at approximately 0.5 (for the
AV-misaligned data). With this simple assumption the
model can also be applied to predict the results of other
VAE studies, even those in which the ventriloquism effect
was not measured (as the ventriloquism effect is typically
near complete, as illustrated here in Figure 1), and those
that did not use saccades for responding (the optional
saccade-related bias component of the model can be simply
omitted), as illustrated in the Appendix.

The basic assumption of the model is that the VAE can be
induced locally, in a Gaussian-shaped neighborhood around
the auditory component of the AV stimulus (Figure 2B).
With this assumption, the model fits both the central and
peripheral AV-misaligned data more accurately than, for
example, the triangular neighborhood of Bosen et al.
(2018). However, there are two aspects of the model that
can be improved. First, for the central data, the training
resulted in asymmetrical adaptation that was shifted away
from the training FP. A FP-dependent scaling of the adapta-
tion could describe this asymmetry. Interestingly, note that if
this asymmetry was implemented, that would make the
training-FP model predictions shifted even more towards
the non-training FP predictions, thus making the contribution
of the HEC component even smaller than currently reported.
Second, for the peripheral training, the locally induced after-
effect resulted in a small negative aftereffect in the hemifield
opposite to the training hemifield. Replacement of the
Gaussian by a more complex function, like a difference of
Gaussians, could describe this effect (Marr & Hildreth,
1980). Also, some studies have reported stronger
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generalization within than across hemifields or stronger gen-
eralization on the side of the visual component versus the
opposite side (e.g., Bertelson et al., 2006; Bruns & Roder,
2019). Incorporating these results could further enhance the
accuracy of the current model predictions.

The neural mechanisms of the VAE and its RF are not
well understood. Cortical areas involved in VAE likely
include Heschl’s gyrus, planum temporale, intraparietal
sulcus, and inferior parietal lobule (Michalka et al., 2016;
Van Der Heijden et al., 2019; Zatorre et al., 2002; Zierul
etal., 2017). Multiple studies found some form of hybrid rep-
resentation or mixed auditory and visual signals in several
areas of the auditory pathway, including the inferior collicu-
lus (Zwiers et al., 2004), primary auditory cortex
(Werner-Reiss et al., 2003), the posterior parietal cortex
(Duhamel et al.,, 1997; Mullette-Gillman et al., 2005,
2009), as well as in the areas responsible for planning sac-
cades in the superior colliculus and the frontal eye fields
(Schiller et al., 1979; Wallace & Stein, 1994). In the
current model, the saccade-related component likely corre-
sponds to the saccade-planning areas. The auditory space
representation component likely corresponds to the primary
or the higher auditory cortical areas, or the posterior parietal
areas.

There is growing evidence that, in mammals, auditory
space is primarily encoded based on two or more spatial
channels roughly aligned with the left and right hemifields
of the horizontal plane (Groh, 2014; Grothe et al., 2010;
Mcalpine et al., 2001; Salminen et al., 2009; Stecker et al.,
2005). Considering such an extension might improve the
current model’s ability to predict the central and peripheral
data simultaneously. However, importantly, such opponent-
processing model cannot easily model the locally induced
adaptation in the current central data, as the hemispheric
adaptation would always influence a whole hemifield.
Thus, as a minimum, it would require a third, central
channel, as proposed, for example, by Dingle et al. (2012).

While most recalibration studies examined the aftereffect
on the time scales of minutes (Radeau & Bertelson, 1974,
1976; Recanzone, 1998; Woods & Recanzone, 2004),
recent studies demonstrated that it can be elicited very
rapidly, for example, by a single trial with audio-visual con-
flict (Wozny & Shams, 2011). If it is the case that the adap-
tive processes underlying the VAE occur on multiple time
scales, as also suggested in several models of slower VAE
(Bosen et al., 2018; Watson et al., 2019), then an open ques-
tion is whether the RF is the same at the different scales or
whether it is different. The current results are mostly applica-
ble to the slow adaptation on the time scale of minutes, while
the RF on the shorter time scales has not been previously
explored (even though the Kopco et al. data might have a
transitory component as well sing the training and testing
trials were interleaved there). However, note that the
Watson et al. (2021) data only show mixed RFs at shorter
time scales of training (up to 70 s), while training with

duration of 140 s resulted in no evidence of the mixed RF,
largely consistent with the current conclusions of the domi-
nant role of the head-centered RF of VAE. Future experimen-
tal and modeling studies need to address these temporal
aspects of the RF of VAE.
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Appendix

To illustrate that the current model can be applied to data
other than Kopco et al. (2009, 2019), this section evaluates
the model on the data of Watson et al. (2021), to our knowl-
edge the only other study that examined the RF of the VAE.
This study used a different experimental paradigm to evalu-
ate the RF and came with a conclusion that the RF is a
mixture of eye- and head-centered frames, similar to the
central-training experiment of Kopco et al. (2009).

The experimental design of Watson et al. (2021) is illus-
trated in Figure SA-C, using a layout similar to Figure 1.
Similar to the Kopco et al. (2009, 2019) studies, Watson
et al. (2021) presented audio-visual stimuli from multiple
locations while also manipulating the training FP. They
used a much larger AV discrepancy (20°), did not have an
AV-aligned condition, and their training and testing blocks
were separate, implying a much larger time between the
training and testing compared to the interleaved training
and testing trials in Kopco et al. Also, they examined differ-
ent time scales of adaptation (ranging from 35 to 140 s), and
their conclusions of mixed RF of VAE are based on averag-
ing across those time scales (as also used here), even though
the data show a trend suggesting that at a large time scale the
RF of VAE is only head-centered. In Figure SA-C, the red
“4+” signs represent the training FP, the horizontal location
of the green squares represents the horizontal location of
the A component of the AV stimuli in the HC frame, and
the vertical location represents the offset of the V component
re. the A component (dotted connections link the combina-
tions of FP and AV stimuli used in a given condition).
Note that the design was symmetrical, also using the —20°
discrepancy (i.e., for each [red “+” X green square] combina-
tion in Figure SA-C, there was also a combination of the FP
and AV stimulus symmetrical around 0°). In the
Eye-Head-Consistent condition (Figure 5A), the FP was
fixed at 0° and the AV stimuli were presented with the
A-component at —50° to +430° (in 10° steps) and the
V-component offset by +20°. Thus, the stimulation was con-
sistent in both HC and EC RFs. In the Eye-Consistent condi-
tion (Figure 5B), the A-component was fixed at —20°, while
the FP and V-component moved congruently from —30° to
+30°. Thus, the visual signals were always at 0° in the EC
RF (consistent with the A-component at —20° in the HC
RF), but the AV disparity varied from trial to trial. Finally,
in the Head-Consistent condition (Figure 5C), the FP and
V-component moved congruently from —30° to +30°,
while the A-component was always —20° to the left of the
V-component. Thus, the visual signals in HC were always
displaced by 20° from the A-component in the HC RF, but
the visual signals in EC RF provided inconsistent informa-
tion since they were always at 0°.

The performance was evaluated in a test block in which the
FP was at 0° and the A-only signals were presented from the
range of —30° to +30°. The bias and gain in the linear fit to
the responses was estimated, and the difference between
biases obtained in this fit for the —20° versus +20° AV displa-
cement was the main indicator of the RF of VAE. This differ-
ence, shown as bars in Figure 5D, was the largest when the
ventriloquism signals were consistent in both RFs
(Eye-Head-Consistent condition), while it was reduced
when the visual signals were consistent in only one RF
(Eye-Consistent and Head-Consistent conditions), indicating
that visual signals need to be consistent in both RFs to
achieve maximum VAE, and thus that the RF is mixed.
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Figure 5. Application of our dHEC model with parameters from the central data simulation to the experimental data of Watson et al.
(2021). (A—C) Experimental setup and dHEC model predictions of induced VAE bias as a function of Auditory target locations for three
experimental conditions. The figures show the setup with visual components shifted positively (+20°) from the auditory components.
Symmetrical conditions with visual components shifted negatively were also examined and are omitted in the figure for clarity. Only
combinations of training FPs and AV stimuli connected by the black lines were used. In testing, FP was fixed at 0° and A-only stimuli were
presented from 7 locations from —30° to 30°. D) Experimental data and model predictions for the three experimental conditions differing
by RF consistency. The difference between bias induced by positively and negatively displaced AV stimuli is shown, obtained from linear fits

to the data and predictions.

Since the training region in the Watson et al. study was
mostly overlapping with the central training region of Kopco
et al. (2009), we selected dHEC model, the best-performing
model from the central data evaluation, and generated the pre-
dictions of that model (without the saccade-related bias compo-
nent) using the model parameters obtained in the simulation
(Table 2). Purple lines in Figure SA—C show the predictions
of the model, exhibiting biases that decrease approximately lin-
early with target azimuth and have one or multiple peaks
(Watson et al. do not report the corresponding data). Linear
fits to these predictions were computed and the bias difference
for the —20° versus +20° AV displacement was determined for
each condition, shown by the purple line in Figure 5D. The
results show that the dHEC model overestimated the measured
bias differences mainly for the Eye-Head-Consistent condition.
This difference might be caused by the differences in the

experimental design. Specifically, the Watson study used
a much larger AV disparity of 20° and a much larger
training-to-testing delay (separate blocks vs. interleaved trials
in Kopco et al.) which likely caused that the resulting afteref-
fect was weaker. However, most importantly, the dHEC model
correctly predicts that the Eye-Consistent and Head-Consistent
bias would be weaker than the Eye-Head-Consistent bias.
Thus, it can be concluded that the Watson et al. (2021)
results are consistent with the results of the current model-
ing, suggesting that the mechanism causing the apparent
mixed RF of VAE is mainly the FP-dependent attenuation,
not the visual signals in EC RF. However, since Watson
et al. introduced the VAE broadly not locally, and the result-
ing adaptation was largely linear, it is difficult to use these
data to distinguish between the mechanisms driving the
EC contributions.
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